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Logistics

• Website: https://xiaolonw.github.io/ece176/

• Assignments:
• 6 Homeworks, 60% total

• Final Project:
• Project proposal, 10%
• Project report, 30%

https://xiaolonw.github.io/ece176/


Logistics

• TAs:

• Yinbo Chen: yic026@ucsd.edu
• Jiarui Xu: jix026@ucsd.edu
• Yang Fu: yafu@ucsd.edu
• Anjie Cheng: a8cheng@ucsd.edu

https://yinboc.github.io/
https://jerryxu.net/
https://oasisyang.github.io/
https://www.anjiecheng.me/


Logistics

Office Hour: 

• Monday, 10:00 am - 11:00 am, Franklin Antonio Hall 3301.

• Friday, 4:00 pm - 5:00 pm, Franklin Antonio Hall 3301.



Logistics

The lectures are hosted in person. 
We will also use zoom: https://ucsd.zoom.us/j/9086454206

https://ucsd.zoom.us/j/9086454206


Logistics
• Canvas (https://canvas.ucsd.edu/courses/51588):

• Announcements 
• Zoom recordings
• Slides and assignments

• Piazza:
• https://piazza.com/class/lqvksn9zox065f
• Discussions

• GradeScope:
• https://www.gradescope.com/courses/690893
• Entry Code:PWNBJE
• Submit assignments

https://canvas.ucsd.edu/courses/51588
https://piazza.com/class/lqvksn9zox065f
https://www.gradescope.com/courses/690893




Final Project

https://docs.google.com/document/d/1hB64kWtOLWlbX9yw1Ng_
xJ2HH21UZLXYstPxWArVPhQ/edit?usp=sharing

https://docs.google.com/document/d/1hB64kWtOLWlbX9yw1Ng_xJ2HH21UZLXYstPxWArVPhQ/edit?usp=sharing


Zoom / Podcast

• https://ucsd.zoom.us/j/9086454206

• Podcast

https://ucsd.zoom.us/j/9086454206


Deep Learning

• Computer Vision (Main focus in this course)

• Natural Language Processing



What is learning?

• The power of learning lies in generalization

Training Data Test Data



What is Deep about Deep Learning?

Viola et al. 2001
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What is Deep about Deep Learning?

• More Layers
• Previous method: 1-layer classifier (HoG), 2-layer classifier (DPM)
• Deep Networks: 100, 1000 layers.

• End-to-End Training
• Previous method: Training each layer of classifier individually.
• Deep Networks: Training with back-propagation.



Different Types of Deep Networks

Hinton et al. 2006

• Multilayer perceptron (MLP)

• Input image 𝐼 size : 32 x 32 = 1024

• First hidden layer ℎ! output size: 2000

• First layer parameters W! size: 1024 x 2000

• ℎ! = 𝐼 W!



Different Types of Deep Networks

LeCun et al. 1990



The ImageNet Challenge

Russakovsky et al. 2015

1.4  Million Images over 1000 Object Categories

Output:
Scale
T-shirt

Steel drum
Drumstick
Mud turtle



The ImageNet Challenge



Where does the 5% error human 
performance come from?

http://karpathy.github.io/2014/09/02/what-i-learned-from-competing-against-a-convnet-on-imagenet/

http://karpathy.github.io/2014/09/02/what-i-learned-from-competing-against-a-convnet-on-imagenet/


Many-Layer Networks



Vision Transformers



Object Detection/Segmentation

Mask R-CNN. He et al. 2017.



Human Pose Estimation

Mask R-CNN. He et al. 2017.



Action Recognition

1 basketball: 0.99
2 streetball:  0.01



Image Captioning

Karpathy et al. 2015.



Open Vocabulary Segmentation



Image generation

BigGAN. Brock et al. 2019.



Image generation

StyleGAN. Karras et al. 2018.



Image generation



Language: Recurrent Neural Networks

http://karpathy.github.io/2015/05/21/rnn-effectiveness/



Language: Transformer, GPT-4

https://github.com/features/copilot



Robotics 

Gupta et al. 2018.

Blocks World
MIT, 1960s – 1970s
Copy demo (1970)

https://people.csail.mit.edu/bkph/phw_copy_demo.shtml


Robotics 

Lee et al. 2020.

https://leggedrobotics.github.io/rl-blindloco/

https://leggedrobotics.github.io/rl-blindloco/


Statistical learning, Training and Testing

• Training: Learning from the past experience: 
• training dataset
• demonstrations 

• Testing: Generalize to unseen inputs
• Data that does not exist in training set



Image Classification

apple

pear

tomato

cow

dog

horse

input desired output

Credit: Svetlana Lazebnik
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Prediction

Training 
LabelsTraining 

Samples

Training

Training time

Features

Features

Testing time

Test Sample

Learned 
model

Learned 
model

Credit: Svetlana Lazebnik



Supervised Learning
𝑦 = 𝑓(𝑥)

• Training (or learning): given a training set of labeled 
examples {(𝑥1, 𝑦1), … , (𝑥𝑁, 𝑦")}, train a neural network  
predictor 𝑓

• Testing (or inference): apply neural network 𝑓 to a new test 
example 𝑥 and output the predicted value 𝑦 = 𝑓(𝑥)

output 
label

neural 
network

input 
image



Supervised Learning and Self-Supervised 
Learning





Test Set



This Class

• Deep Learning backgrounds and applications

• Training and Testing



Next Class

• Nearest Neighbor Classifier

• Linear Classifier



Coming Assignments

• The first assignment will be announced in This Thursday after 
the class

• There will be a tutorial on how to do/submit assignments This
Friday, 4:00 - 5:00 pm

• We will use the compute resources in https://datahub.ucsd.edu/

https://datahub.ucsd.edu/

