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Fully Convolutional Network (FCN)
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He et al. Mask R-CNN. ICCV 2017.
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RoI pooling



RoI pooling → RoIAlign
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RoIAlign

• Bilinear interpolation for 
each sampled location

• Use max pooling / avg 
pooling for each roi bin



RoIAlign
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Example Mask Training Targets
Image with training proposal 28x28 mask target Image with training proposal 28x28 mask target
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Binary Cross Entropy Loss on each pixel
28x28 soft prediction from Mask R-CNN
(enlarged)

Soft prediction resampled to image coordinates
(bilinear and bicubic interpolation work equally well)

Final prediction (threshold at 0.5)

Validation image with box detection shown in red



Binary Cross Entropy Loss on each pixel

28x28 soft prediction

Resized Soft prediction

Final mask

Validation image with box detection shown in red







Mask Performance



Mask Performance



Human Pose Estimation



Human Pose Estimation

Human Pose GT generation



Pose Head

Ø Add keypoint head (28x28x17)

Ø Predict one “mask” for each keypoint

Ø Softmax over spatial locations (encodes one keypoint per mask “prior”)

keypoints

x17

(Not shown: Head architecture is slightly different for keypoints) 17 keypoint “mask”
predictions shown as
heatmaps with OKS
scores from argmax
positions



Pose Head







Hourglass Network for Human Pose

Newell et al., 2016



Hourglass Network for Human Pose



Cascade R-CNN

Cai et al., 2017



Cascade R-CNN



Faster R-CNN

CNN

feature map

Region 
proposals

CNN

feature map

Region Proposal 
Network

share features

Ren, et al., NIPS 2015
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