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Previous classes



This Class

• 2-Stream Networks for Action Recognition

• Temporal Convolution and 3D Convolution

• Temporal Detection and Segmentation



2-Stream Networks for Action Recognition



Task: Action Recognition

Drinking Kicking



Task: Action Recognition
• UCF-101 dataset



2-Stream CNNs

Simonyan et al., 2014



2-Stream CNNs



2-Stream CNNs

How to sample frames in test time

• Given a video, sample 10 frames with equal distance between 
every two frames

• For example, given a video with 200 frames, we sample frame 
1, 21, 41, … , 200 frame as inputs and forward 10 times



2-Stream CNNs



Temporal Segment Networks (TSN)

• In the previous work, we train each frame individually

• Can we train multiple frames at the same time?



Temporal Segment Networks (TSN)

Wang et al., 2016



Temporal Segment Networks (TSN)



Temporal Relation Network (TRN)

Zhou et al., 2018



Something-Something Dataset



The problem of Action Recognition



Temporal Relation Network (TRN)



Short summary

• Basic 2-Stream, train on each frame individually → temporal 
order does not matter

• TSN, use average pooling to aggregate video frames during 
training → temporal order does not matter

• TRN, use concatenation and FC to aggregate video frames 
during training → temporal order matters



Temporal Convolution and 3D Convolution



Temporal Convolution

Van den Oord et al., 2016



3D Convolution

Tran et al., 2015



3D Convolution



3D Convolution



3D Convolution



3D Convolution



Inflated 3D ConvNets (I3D)

Carreira et al., 2018



Inflated 3D ConvNets (I3D)



Kinetics Dataset



Kinetics Dataset



Inflated 3D ConvNets (I3D)



Separable 3D CNN (S3D)



Separable 3D CNN (S3D)



R(2+1)D

Tran et al., 2018



R(2+1)D

Tran et al., 2018



How about using a 3D Network with only 
2D Conv?

Wang et al., 2018



How much does temporal convolution 
matters?

Wang et al., 2018

Same network, 
remove all temporal 
conv



The Problem is the Dataset



Something-Something Dataset



Spatial-Temporal Graph in Videos



Videos as Space-Time Region Graphs

Wang et al., 2018



Space-Time Interactions

Materzynska et al., 2020

https://joaanna.github.io/something_else/videos/tracking_annotations/10015.gif
https://joaanna.github.io/something_else/videos/tracking_annotations/130153.gif
https://joaanna.github.io/something_else/videos/tracking_annotations/154439.gif


Space-Time Interactions



Skeleton-Based Action Recognition

Yan et al., 2018


	Slide 1: Video Recognition
	Slide 2: Previous classes
	Slide 3: This Class
	Slide 4: 2-Stream Networks for Action Recognition
	Slide 5: Task: Action Recognition
	Slide 6: Task: Action Recognition
	Slide 7: 2-Stream CNNs
	Slide 8: 2-Stream CNNs
	Slide 9: 2-Stream CNNs
	Slide 10: 2-Stream CNNs
	Slide 11: Temporal Segment Networks (TSN)
	Slide 12: Temporal Segment Networks (TSN)
	Slide 13: Temporal Segment Networks (TSN)
	Slide 14: Temporal Relation Network (TRN)
	Slide 15: Something-Something Dataset
	Slide 16: The problem of Action Recognition
	Slide 17: Temporal Relation Network (TRN)
	Slide 18: Short summary
	Slide 19: Temporal Convolution and 3D Convolution
	Slide 20: Temporal Convolution
	Slide 22: 3D Convolution
	Slide 23: 3D Convolution
	Slide 24: 3D Convolution
	Slide 25: 3D Convolution
	Slide 26: 3D Convolution
	Slide 27: Inflated 3D ConvNets (I3D)
	Slide 28: Inflated 3D ConvNets (I3D)
	Slide 29: Kinetics Dataset
	Slide 30: Kinetics Dataset
	Slide 31: Inflated 3D ConvNets (I3D)
	Slide 32: Separable 3D CNN (S3D)
	Slide 33: Separable 3D CNN (S3D)
	Slide 34: R(2+1)D
	Slide 35: R(2+1)D
	Slide 36: How about using a 3D Network with only 2D Conv?
	Slide 37: How much does temporal convolution matters?
	Slide 38: The Problem is the Dataset
	Slide 39: Something-Something Dataset
	Slide 49: Spatial-Temporal Graph in Videos
	Slide 50: Videos as Space-Time Region Graphs
	Slide 52: Space-Time Interactions
	Slide 53: Space-Time Interactions
	Slide 54: Skeleton-Based Action Recognition
	Slide 55: Next Class

